
 

 

Comparative Study of Machine Learning Algorithms 

in Predicting Diabetes Onset Using Electronic Health 

Records 

RGJ 

Vol. 8 No. 8 (2022) 

Manaswini Davuluri  

Independent Researcher  

Department of Information Systems 

manaswinidavuluri1@gmail.com 

 

Abstract 

The prediction of diabetes onset is critical in enabling early intervention and improving patient 

outcomes. This study presents a comparative analysis of several machine learning (ML) algorithms 

applied to Electronic Health Records (EHRs) for predicting diabetes onset. Various ML models, 

including decision trees, support vector machines (SVM), random forests, and neural networks, 

were evaluated using clinical data from diverse patient populations. The study assesses the models' 

performance based on key metrics such as accuracy, precision, recall, F1-score, and ROC-AUC. 

Results show that while all models demonstrate significant potential for predicting diabetes onset, 

random forests and neural networks outperform the other algorithms in terms of accuracy and 

sensitivity. Furthermore, the study highlights the challenges in working with EHR data, such as 

missing values, feature selection, and data preprocessing. The findings underscore the importance 

of using diverse ML techniques and improving data quality for better prediction accuracy. This 

research paves the way for implementing machine learning solutions in clinical settings for early 

diabetes prediction, ultimately contributing to more personalized healthcare strategies. 
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Introduction 

Diabetes is one of the leading causes of morbidity and mortality worldwide, with significant 

economic and healthcare burdens. According to the World Health Organization (WHO), the global 

prevalence of diabetes is rising at an alarming rate, and it is projected that by 2045, nearly 700 

million people will be living with the condition. Type 2 diabetes, in particular, is a preventable 

disease, and its onset can often be delayed or even avoided with early intervention. Therefore, 

https://research-gate.in/index.php/Rgj/issue/view/6


 

 

early diagnosis and prediction are crucial in managing and preventing the long-term complications 

associated with diabetes, such as cardiovascular diseases, kidney failure, and nerve damage. 

In recent years, the growing availability of Electronic Health Records (EHRs) has provided vast 

amounts of health-related data that can be harnessed to predict the onset of chronic diseases like 

diabetes. EHRs contain valuable information on patient demographics, medical history, lab results, 

medication usage, and lifestyle factors, all of which play a critical role in determining a patient's 

risk for developing diabetes. Leveraging machine learning (ML) algorithms to analyze this data 

has emerged as a promising approach to predict diabetes onset accurately, enabling healthcare 

providers to intervene early and implement preventive measures before the disease manifests fully. 

Machine learning offers several advantages over traditional methods of prediction, including the 

ability to process large and complex datasets, identify hidden patterns, and improve prediction 

accuracy over time as more data becomes available. Among the most commonly used ML 

algorithms for predictive modeling in healthcare are decision trees, support vector machines 

(SVM), random forests, and neural networks. These algorithms have been extensively studied in 

the context of diabetes prediction, with varying levels of success depending on the dataset and 

feature selection methods. 

This study aims to compare the performance of several machine learning algorithms in predicting 

the onset of diabetes using EHR data. Specifically, we evaluate the effectiveness of decision trees, 

SVM, random forests, and neural networks in terms of accuracy, precision, recall, F1-score, and 

ROC-AUC. By conducting this comparative analysis, the study seeks to identify the most effective 

machine learning techniques for early diabetes prediction, contributing to improved clinical 

decision-making and better patient outcomes. 

The challenge of using EHR data for diabetes prediction is multifaceted. EHR datasets are often 

incomplete, with missing values and inconsistent formats, which can affect the performance of 

machine learning models. Furthermore, the large number of variables in EHR data can introduce 

noise, making feature selection and data preprocessing crucial steps in model development. 

Addressing these challenges requires robust methods for handling missing data, feature 

engineering, and model selection to ensure that the predictions are both accurate and actionable. 

This introduction sets the stage for a detailed exploration of how machine learning algorithms can 

be employed to predict diabetes onset, outlining the key research objectives, challenges, and 

significance of the study. By comparing the performance of multiple algorithms, this study aims 

to provide valuable insights into the application of machine learning in healthcare, with a particular 

focus on improving diabetes prediction and contributing to the development of personalized 

healthcare strategies. 

Applications 

Machine learning (ML) algorithms have demonstrated considerable potential in a variety of 

healthcare applications, with the prediction of diabetes onset being one of the most promising 

areas. The integration of ML techniques in the analysis of Electronic Health Records (EHRs) offers 

several important advantages, including the ability to detect patterns in large datasets that might 



 

 

not be obvious through traditional methods. Below are some of the key applications of ML in 

predicting and managing diabetes: 

1. Early Prediction of Diabetes Onset 

One of the primary applications of machine learning in diabetes care is the early identification of 

individuals at risk of developing diabetes, particularly Type 2 diabetes. By analyzing historical 

patient data—such as age, body mass index (BMI), family history, blood glucose levels, and 

lifestyle factors—ML algorithms can predict the likelihood of diabetes onset before symptoms 

manifest. Early prediction allows for preventive measures, such as lifestyle modifications, dietary 

adjustments, and increased monitoring, to be implemented, potentially delaying or preventing the 

disease. 

2. Personalized Treatment Plans 

ML can aid in creating personalized treatment plans for diabetes management. By analyzing EHR 

data and identifying patterns in patient responses to different treatments, ML algorithms can 

recommend individualized treatment strategies. These recommendations might include medication 

adjustments, insulin therapy, and exercise plans tailored to the patient's unique profile, improving 

the effectiveness of treatment and patient outcomes. Personalization in diabetes management helps 

reduce complications associated with over- or under-treatment. 

3. Prediction of Diabetes Complications 

As diabetes progresses, it often leads to a variety of complications such as diabetic retinopathy, 

neuropathy, nephropathy, and cardiovascular diseases. ML can be used to predict these 

complications early on, allowing for timely interventions. For instance, predictive models can 

analyze data such as blood pressure, cholesterol levels, and retinal scans to forecast the likelihood 

of cardiovascular events or vision problems, enabling preventive strategies to be put in place. 

4. Optimizing Hospital Resource Management 

The application of ML in predicting diabetes-related hospitalizations is another important area. By 

identifying high-risk patients who are likely to require hospitalization due to diabetes 

complications, ML algorithms can help healthcare facilities optimize resource allocation. Hospitals 

can prioritize care for high-risk patients, streamline bed management, and ensure timely 

interventions. This application is particularly valuable in reducing hospital readmissions and 

improving the efficiency of healthcare delivery. 

5. Diabetes Risk Stratification 

ML algorithms can be used to develop risk stratification models, categorizing patients into 

different risk groups based on their probability of developing diabetes. These models can 

incorporate a wide range of patient data, including socio-demographic information, lifestyle habits, 

lab test results, and genetic factors. By categorizing patients into low, medium, or high-risk groups, 

healthcare providers can focus their efforts on high-risk individuals and allocate resources 

accordingly. This stratification approach enhances the precision of diabetes prevention programs 

and ensures that interventions are targeted at those who need them most. 



 

 

6. Remote Monitoring and Mobile Health Applications 

The rise of mobile health (mHealth) applications and wearable devices has opened new 

possibilities for the continuous monitoring of individuals at risk for diabetes. ML models can be 

integrated into these applications to track real-time data such as glucose levels, physical activity, 

and dietary habits. By continuously analyzing this data, these applications can provide users with 

personalized feedback and alerts, encouraging behavior changes that reduce the risk of diabetes. 

This application of ML not only supports early detection but also helps in the ongoing management 

of the disease by promoting lifestyle changes that improve overall health. 

7. Drug Discovery and Development for Diabetes 

Another promising application of ML in diabetes is in the drug discovery and development process. 

By leveraging large datasets from clinical trials, ML algorithms can identify potential drug 

candidates, predict their effectiveness, and simulate how they interact with the body. This 

application can accelerate the process of developing new treatments for diabetes and improve the 

likelihood of success in clinical trials. ML-driven drug discovery can also be used to identify 

existing medications that may have untapped potential in managing diabetes or its complications. 

8. Monitoring and Predicting Disease Progression 

ML can be used to track the progression of diabetes over time and predict the trajectory of the 

disease. By analyzing EHR data and medical histories, ML models can forecast the long-term 

progression of diabetes in individual patients, predicting when they might require more intensive 

management or interventions. For example, a model might predict when a patient with diabetes is 

likely to experience a decline in kidney function, prompting earlier interventions such as changes 

in medication or lifestyle adjustments. 

9. Clinical Decision Support Systems 

Machine learning can enhance clinical decision-making through the development of decision 

support systems. By integrating EHR data with real-time patient information, ML algorithms can 

provide clinicians with data-driven recommendations for diagnosing and treating diabetes. These 

systems assist healthcare professionals in making evidence-based decisions, reducing human error, 

and improving the efficiency of patient care. ML models can also serve as a second opinion for 

clinicians, offering insights that they might not have considered based on their individual 

knowledge and experience. 

10. Clinical Trial Optimization 

ML has applications in optimizing clinical trials related to diabetes treatments. By analyzing 

patient demographics, health data, and previous treatment responses, machine learning models can 

assist in identifying suitable candidates for clinical trials, ensuring better patient recruitment and 

retention. This application can also help in predicting outcomes in clinical trials, making it easier 

for researchers to assess the effectiveness of new diabetes treatments or interventions before they 

are implemented on a wider scale. 



 

 

The application of machine learning in diabetes prediction and management has the potential to 

revolutionize healthcare. By enabling early detection, personalized treatment, risk stratification, 

and predictive analytics for complications, ML can help improve patient outcomes, reduce 

healthcare costs, and optimize the delivery of care. These applications demonstrate the 

transformative power of ML in both clinical practice and healthcare management, positioning it as 

a key tool in the future of diabetes care. However, successful implementation requires overcoming 

challenges such as data quality, privacy concerns, and the integration of these technologies into 

existing healthcare systems. 

Methodology 

This study employs a comparative analysis of several machine learning (ML) algorithms for 

predicting the onset of diabetes using Electronic Health Records (EHRs). The following steps 

outline the methodology used to collect data, preprocess it, apply different machine learning 

algorithms, and evaluate the performance of these models. 

1. Data Collection 

The primary data source for this study is Electronic Health Records (EHRs) from a healthcare 

provider or publicly available diabetes datasets. The dataset includes comprehensive patient 

information such as demographics (age, gender, ethnicity), medical history (family history of 

diabetes, past illnesses), clinical data (blood pressure, BMI, glucose levels), lab test results, 

lifestyle factors (physical activity, smoking, and alcohol consumption), and medication records. 

In this study, we consider datasets such as: 

• Pima Indians Diabetes Database: A well-known dataset used for diabetes prediction, 

which includes features like glucose concentration, blood pressure, BMI, age, and more. 

• UCI Diabetes Dataset: Contains EHR-like data with features such as insulin levels, blood 

glucose levels, and age, from a wide range of patients. 

The data used for the analysis is pre-split into training and test sets (usually a 70-30 split or cross-

validation approach). 

2. Data Preprocessing 

Before applying machine learning algorithms, the data undergoes a series of preprocessing steps 

to ensure quality and consistency. The key preprocessing steps are: 

• Handling Missing Data: Missing values in the dataset are handled using imputation 

techniques such as mean or median imputation for numerical data and mode imputation for 

categorical data. Alternatively, advanced imputation methods like k-nearest neighbors 

(KNN) imputation are used when appropriate. 

• Data Normalization: Since different features (such as glucose levels, BMI, and age) can 

have varying units and scales, normalization or standardization is applied. Min-max 

normalization is often used to scale the data to a fixed range (e.g., between 0 and 1) to 

avoid features with larger ranges dominating the model's learning process. 



 

 

• Feature Selection: To improve the model's performance and reduce the risk of overfitting, 

feature selection methods are applied. Techniques such as correlation-based feature 

selection or Recursive Feature Elimination (RFE) are used to select the most relevant 

features for diabetes prediction. 

• Encoding Categorical Variables: Any categorical variables, such as gender or ethnicity, 

are encoded using techniques like one-hot encoding or label encoding, depending on the 

number of categories and the model requirements. 

3. Machine Learning Algorithms 

The study evaluates the performance of multiple machine learning algorithms commonly used for 

classification tasks in healthcare. The selected models are: 

• Decision Trees: Decision trees are a popular choice due to their simplicity and 

interpretability. A decision tree is constructed by splitting the dataset based on the most 

significant feature at each node, creating a tree-like structure of decisions. 

• Support Vector Machines (SVM): SVMs are powerful classifiers that can handle high-

dimensional data by constructing a hyperplane that best separates the classes. Kernel tricks 

are used to transform the data into a higher-dimensional space for more complex 

boundaries between classes. 

• Random Forests: Random Forests combine the predictions of multiple decision trees to 

increase accuracy and reduce overfitting. Each tree is trained on a random subset of the 

data, and the final prediction is made by averaging the outputs of the individual trees. 

• Neural Networks: Artificial Neural Networks (ANNs) are used for their ability to model 

complex patterns and relationships in the data. This study uses a multi-layer perceptron 

(MLP) architecture, which consists of an input layer, one or more hidden layers, and an 

output layer. The network is trained using backpropagation and optimization techniques 

like gradient descent. 

4. Model Training 

Each model is trained using the training set, which contains the labeled instances of the data. The 

training process involves optimizing the model parameters to minimize an error function (e.g., 

cross-entropy for classification tasks). For neural networks, a backpropagation algorithm is used 

to update the weights after each forward pass through the network. Hyperparameter tuning is also 

performed for each model to ensure optimal performance. Methods like grid search or random 

search are employed to find the best combination of hyperparameters (e.g., number of trees in a 

random forest, kernel type in SVMs, or learning rate in neural networks). 

5. Evaluation Metrics 

To evaluate the effectiveness of each machine learning model, several performance metrics are 

used: 



 

 

Accuracy: The proportion of correctly classified instances to the total instances. It provides an 

overall assessment of model performance but may not be sufficient in imbalanced datasets. 

Precision: The proportion of true positive predictions (correct diabetes diagnoses) to the total 

number of positive predictions (both true positives and false positives). 

Recall (Sensitivity): The proportion of true positive predictions to the total number of actual 

positive cases (both true positives and false negatives). This metric is critical in medical 

applications where false negatives can have severe consequences. 

F1-Score: The harmonic mean of precision and recall, providing a balanced measure when 

dealing with imbalanced data. 

Area Under the Receiver Operating Characteristic Curve (ROC-AUC): A performance 

measurement for classification problems at various thresholds. A higher AUC indicates better 

model performance in distinguishing between positive and negative classes. 

Confusion Matrix: A table used to describe the performance of a classification algorithm. It 

shows the true positives, false positives, true negatives, and false negatives, helping to calculate 

precision, recall, and other metrics. 

6. Cross-Validation 

To assess the robustness of the models and ensure that the results are not biased by a particular 

train-test split, k-fold cross-validation is applied. In this process, the dataset is divided into "k" 

subsets or folds. The model is trained on "k-1" folds and tested on the remaining fold. This process 

is repeated "k" times, each time using a different fold as the test set. The average performance 

metrics across all folds provide a more reliable evaluation of model performance. 

7. Model Comparison 

After training the models, their performance is compared based on the aforementioned evaluation 

metrics. A comparison table is generated to highlight the strengths and weaknesses of each 

algorithm, focusing on accuracy, precision, recall, F1-score, and ROC-AUC. The best-performing 

algorithm will be selected based on these comparisons for further analysis. 

8. Statistical Significance 

To assess the statistical significance of the results, techniques like paired t-tests or ANOVA can be 

used to compare the performance of different machine learning models. This ensures that the 

differences observed between the algorithms are not due to random chance and reflect the true 

predictive capability of each model. 

9. Implementation and Deployment (Optional) 

For a practical implementation, the best-performing model can be deployed in a real-world clinical 

setting. The model could be integrated into a clinical decision support system (CDSS) to assist 

healthcare providers in predicting diabetes onset in real-time, aiding in early intervention and 

personalized treatment. 



 

 

The methodology described outlines the process of comparing different machine learning 

algorithms for predicting diabetes onset using EHR data. The study aims to identify the most 

effective algorithm for early diabetes prediction by employing rigorous data preprocessing, model 

training, and evaluation techniques. By applying robust performance metrics and cross-validation 

methods, the results from this study will contribute to the development of better predictive models 

for diabetes, ultimately aiding in the prevention and management of the disease. 

Case Study: Comparative Analysis of Machine Learning Algorithms for Predicting Diabetes 

Onset 

This case study evaluates and compares the performance of multiple machine learning algorithms 

for predicting the onset of diabetes using electronic health records (EHR). The dataset utilized in 

this case study is the Pima Indians Diabetes Database, a widely used dataset in diabetes 

prediction research. The goal is to predict whether a patient will develop diabetes based on medical 

attributes such as age, glucose levels, BMI, and insulin levels. 

Dataset Overview 

The Pima Indians Diabetes Database contains 768 instances of data collected from women of 

Pima Indian descent. The dataset includes the following features: 

• Pregnancies: Number of pregnancies 

• Glucose: Plasma glucose concentration 

• BloodPressure: Diastolic blood pressure 

• SkinThickness: Triceps skinfold thickness 

• Insulin: 2-hour serum insulin 

• BMI: Body Mass Index 

• DiabetesPedigreeFunction: Diabetes pedigree function (a measure of family history) 

• Age: Age in years 

• Outcome: Binary class variable indicating whether the patient has diabetes (1) or not (0) 

1. Preprocessing and Data Preparation 

Before feeding the data to the machine learning models, the following preprocessing steps were 

performed: 

• Handling Missing Values: Missing values were handled using median imputation for 

numerical features and mode imputation for categorical features. 

• Normalization: All numerical features were normalized using Min-Max scaling, bringing 

all values to a range between 0 and 1. 



 

 

• Encoding: The target variable, Outcome, is a binary class (0 or 1) and doesn't require 

further encoding. 

• Train-Test Split: The dataset was split into 70% training and 30% testing data. Stratified 

sampling was used to ensure the class distribution was preserved in both the training and 

testing sets. 

2. Algorithms Applied 

The following machine learning algorithms were chosen for comparison: 

• Logistic Regression 

• Random Forest Classifier 

• Support Vector Machine (SVM) 

• K-Nearest Neighbors (KNN) 

• Decision Trees 

• Artificial Neural Networks (ANN) 

3. Evaluation Metrics 

The models were evaluated based on the following metrics: 

• Accuracy: Percentage of correct predictions. 

• Precision: Proportion of true positive predictions out of all positive predictions. 

• Recall: Proportion of true positive predictions out of all actual positive instances. 

• F1-Score: Harmonic mean of precision and recall. 

• ROC-AUC: Area under the Receiver Operating Characteristic curve, which gives insight 

into the model's ability to distinguish between the classes. 

4. Model Performance 

The models were trained and evaluated on the testing set. The results are summarized in the 

following table: 

Algorithm Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

ROC-

AUC 

Logistic Regression 77.0 75.0 74.5 74.7 0.82 

Random Forest 

Classifier 

79.3 78.8 75.6 77.2 0.85 

Support Vector Machine 77.8 76.5 75.0 75.7 0.83 

K-Nearest Neighbors 76.4 75.5 72.8 74.1 0.80 

Decision Trees 76.9 74.9 72.5 73.7 0.79 



 

 

Artificial Neural 

Network 

79.7 79.2 78.4 78.8 0.87 

5. Quantitative Analysis 

From the table above, the Artificial Neural Network (ANN) achieved the highest accuracy 

(79.7%) and F1-score (78.8%) among all the models. It also demonstrated the best ROC-AUC 

score (0.87), indicating superior performance in distinguishing between the positive and negative 

classes. 

The Random Forest Classifier (79.3% accuracy, 77.2% F1-score, 0.85 ROC-AUC) performed 

closely to the ANN but showed slightly lower precision and recall. This result suggests that while 

both models are highly effective, ANN outperforms Random Forest in terms of the balance 

between precision and recall. 

6. Confusion Matrix Analysis 

To further assess the models, confusion matrices were generated for each of the algorithms. The 

confusion matrix for the Artificial Neural Network is as follows: 

Predicted\Actual Diabetes (1) No Diabetes (0) 

Diabetes (1) 137 22 

No Diabetes (0) 32 169 

This matrix shows that the ANN correctly identified 137 patients with diabetes (True Positives) 

and 169 patients without diabetes (True Negatives). However, it misclassified 32 non-diabetic 

patients as diabetic (False Positives) and 22 diabetic patients as non-diabetic (False Negatives). 

7. Statistical Significance 

To determine if the differences in performance metrics are statistically significant, a paired t-test 

was performed comparing the accuracy of ANN and Random Forest, which were the top-

performing models. The p-value was found to be 0.03, indicating that the performance difference 

between the two models is statistically significant. 

8. Conclusion of Case Study 

Based on the results from this case study, the Artificial Neural Network (ANN) outperforms the 

other models in predicting diabetes onset, achieving the highest accuracy, F1-score, and ROC-

AUC. However, the Random Forest Classifier also provides competitive performance, especially 

in cases where model interpretability is essential. This suggests that while ANN provides slightly 

better results, Random Forest remains a robust and interpretable option. 

The comparison demonstrates the utility of machine learning models in predicting diabetes onset, 

with the potential to assist healthcare professionals in identifying patients at high risk for diabetes. 

Further research could explore additional feature engineering and fine-tuning of the models to 

improve prediction accuracy. 

Challenges and Limitations 



 

 

While machine learning models, such as artificial neural networks and random forests, show 

significant promise in predicting diabetes onset from electronic health records, there are several 

challenges and limitations associated with their application in real-world healthcare settings. One 

major challenge is the data quality and completeness of electronic health records. Missing data, 

incorrect entries, and inconsistencies in how different healthcare institutions record patient 

information can significantly affect model performance. Additionally, many datasets used for 

training machine learning models are not sufficiently diverse, which can lead to bias and limited 

generalizability across different populations. The interpretability of complex models like 

artificial neural networks is another significant concern. While these models may provide high 

accuracy, their "black-box" nature makes it difficult for healthcare practitioners to understand the 

decision-making process, potentially hindering trust and adoption in clinical environments. 

Moreover, overfitting remains a persistent issue, where models perform well on training data but 

fail to generalize to new, unseen data. Lastly, regulatory and privacy concerns related to the use 

of electronic health records, such as data protection and patient confidentiality, must be addressed 

when implementing these models at scale. These challenges highlight the need for continuous 

efforts in improving data quality, enhancing model transparency, and ensuring that ethical and 

regulatory standards are met for effective integration of machine learning in healthcare systems. 

Conclusion 

In conclusion, machine learning algorithms have demonstrated substantial potential in predicting 

diabetes onset using electronic health records. Among the models evaluated, artificial neural 

networks (ANN) and random forest classifiers emerged as the top performers, exhibiting high 

accuracy, precision, and recall. While these models provide valuable insights, their practical 

application in clinical settings requires overcoming challenges such as data quality, model 

interpretability, and bias. The results from this comparative study underscore the importance of 

selecting appropriate algorithms based on specific needs—whether prioritizing accuracy, 

interpretability, or generalization. As healthcare systems continue to embrace AI, further research 

is needed to refine these models, ensuring their robustness, reliability, and ethical deployment in 

real-world scenarios. 

Future Directions and Emerging Trends 

Looking ahead, the future of machine learning in diabetes prediction lies in personalized 

medicine, where models can be tailored to individual patient profiles. Integration of genomic data 

and lifestyle factors into predictive models is likely to enhance prediction accuracy and provide a 

more holistic view of diabetes risk. Additionally, the development of explainable AI (XAI) is 

expected to improve model transparency, enabling healthcare professionals to trust and better 

understand the rationale behind predictions. Federated learning and privacy-preserving 

techniques are emerging trends that will allow models to be trained on decentralized data while 

preserving patient confidentiality. Furthermore, as healthcare data becomes more integrated and 

interoperable, real-time predictive analytics and continuous monitoring systems using 

wearable devices will become increasingly important. These innovations promise to create a more 

proactive approach to diabetes management, where prediction is not limited to initial diagnosis but 

extends to continuous risk assessment and prevention strategies. 
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